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Abstract

A considerable amount of experimental research has been devoted to uncovering biased forms of reasoning.
Notwithstanding the richness and overall empirical soundness of the bias research, the field can be described as
disjointed, incomplete, and undertheorized. In this article, we seek to address this disconnect by offering “coherence-
based reasoning” as a parsimonious theoretical framework that explains a sizable number of important deviations from
normative forms of reasoning. Represented in connectionist networks and processed through constraint-satisfaction
processing, coherence-based reasoning serves as a ubiquitous, essential, and overwhelmingly adaptive apparatus
in people’s mental toolbox. This adaptive process, however, can readily be overrun by bias when the network is
dominated by nodes or links that are incorrect, overweighted, or otherwise nonnormative. We apply this framework to
explain a variety of well-established biased forms of reasoning, including confirmation bias, the halo effect, stereotype

spillovers, hindsight bias, motivated reasoning, emotion-driven reasoning, ideological reasoning, and more.
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Reasoning is central to the human experience in that it
establishes the basis for comprehending the world,
forming behaviors, and making choices. Over the past
half century, a considerable amount of experimental
research has been devoted to “biased reasoning,” a term
that we take to capture systematic deviations from nor-
mative forms of processing (see Arkes, 1991; Klayman,
1995; Nickerson, 1998). One of the striking features of
this body of research—also dubbed the “error para-
digm” (Funder, 1995)—is the sheer volume of biases
reported in the literature. For illustration, Krueger and
Funder (2004) listed 42 types of bias in the domain of
social judgment, and Baron (2008, Table 2.1) listed 53
different biases in the field of judgment and decision-
making. Probably most comprehensive is the Cognitive
Bias Codex, which lists no fewer than 188 discrete
biases (Manoogian, 2016).

The richness of the bias observations stands in stark
contrast to the field’s theoretical footing. Biases have
been typically reported as isolated and unique phenom-
ena, with scant attention paid to their commonality with

adjacent biases. Little effort has been devoted to ground-
ing them in a comprehensive theoretical framework.
However commendable, the few extant theorizations
tend to be inconsistent with one another. For example,
biases have been viewed as a way of minimizing cogni-
tive effort and simplifying processing (Dawes, 1976;
Nisbett & Ross, 1980; Shah & Oppenheimer, 2008; H. A.
Simon, 1955), collateral costs of otherwise beneficial
cognitive adaptations (Arkes, 1991; Krueger & Funder,
2004; Nisbett & Ross, 1980), a way to avoid costlier
errors (Haselton et al., 2015; Johnson et al., 2013; Krizan
& Windschitl, 2007; Nickerson, 1998), and a trade-off
between the goals of error avoidance and effort mini-
mization (Payne et al., 1992; Weber et al., 1995).

The landscape is richer—but hardly methodic—with
respect to the proposed mechanisms that drive biased
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reasoning. For illustration, a number of research programs
have listed memory failings as the primary driver while
referring to a divergent array of memory-related phenom-
ena, including skewed memory search and retrieval
(Dougherty et al., 1999; Edwards & Smith, 1996; Forgas,
2008; Kunda, 1990), noisy deviations in memory-based
information processes (Dougherty et al., 1999; Hilbert,
2012; Usher & McClelland, 2001), erroneous assessments
of memory strength (Tidwell et al., 2016), and limited
capacity in working memory (De Neys & Verschueren,
20006). Other biases have been explained as related to
nonsystematic evidence evaluation, such as positive test
strategy (Klayman & Ha, 1987; Krizan & Windschitl,
2007; Nickerson, 1998; Wason, 1960), differential scrutiny
(Edwards & Smith, 1996; Evans & Curtis-Holmes, 2005;
Evans et al., 1983; Pyszczynski & Greenberg, 1987), and
selective stopping (Nickerson, 1998; Nisbett & Ross,
1980). A number of biases have been said to be driven
by several different concomitant mechanisms (e.g., Krizan
& Windschitl, 2007; Nickerson, 1998).

This disjointed, incomplete, and undertheorized
array of empirical observations makes for an impover-
ished scientific landscape. As noted by Lichtenstein and
colleagues (1982; see also Tidwell et al., 2016), the bias
literature can be deemed a product of “dustbowl empir-
icism,” which borrows its imagery from the drifting dust
and tumbleweeds in the drought-stricken American
Midwest of the 1930s (see Nesbitt-Larking & Kinnvall,
2012; Paley, 2008). This research tradition has also been
likened to a form of hunting and gathering empiricism
(De Houwer et al., 2011).

Article Overview

In this article, we seek to address the disconnect
between the undeniably valuable empirical observa-
tions offered by the biased reasoning research and its
lacking theoretical basis. We propose to fill that gap by
suggesting that “coherence-based reasoning” offers a
parsimonious theoretical framework that explains a siz-
able number of important and widely studied devia-
tions from normative forms of reasoning. This goal
dictates the two objectives of this article.

The first objective is to present the coherence-based
reasoning paradigm as a vital and pervasive tool
of human cognition. Let us foreshadow the frame-
work’s first claim. Dating back to gestalt psychology
(Wertheimer, 1923/1938) and Brunswik’s (1955) lens
model, it has been widely accepted that drawing infer-
ences and making judgments invariably require taking
into consideration multitudes of cues. Frequently, those
cues are numerous, ambiguous, incongruent, incom-
mensurable, and uncertain. Coherence-based reasoning

serves to transform such complexity into comprehen-
sible and sensible conclusions, which extricates people
from the taxing state of conflict and enables them to
engage successfully with their environment (see Janis
& Mann, 1977).

By this account, reasoning tasks are understood to
be represented in connectionist networks of inter-
connected nodes and processed through constraint-
satisfaction mechanisms. These processes are driven by
structural forces that transform complex representations
into states of equilibrium, or coherence. Coherence is
defined as the state wherein positively linked elements
are similarly activated and negatively linked elements
have dissimilar activations, with the winning conclusion
being supported by highly activated attributes and the
rejected conclusion and its related attributes receiving
low activation. Coherence is attained through a coher-
ence-maximizing process that alters the nodes—
whether by way of strengthening, weakening, or
morphing them—to bring them into line with the
emerging conclusion. It must be emphasized that con-
nectionist networks are fundamental to the functioning
of the brain and that coherence-based reasoning serves
as a ubiquitous, essential, and overwhelmingly adaptive
cognitive apparatus.

This brings us to our second objective. Not unlike
many other tools in people’s mental toolbox, cognitive
skills evolved to operate successfully in certain tasks,
but they might not stack up to the demands of other
contexts (see e.g., Kahneman et al., 1982). Indeed, our
second objective is to establish that coherence-based
reasoning can provide a generalized framework that
helps explain a sizable number of important deviations
from normative forms of reasoning. Our framework
suggests that this otherwise adaptive cognitive process
can readily result in biased conclusions when the net-
work is dominated by nodes or links that are incorrect,
overweighted, or otherwise nonnormative. To fore-
shadow our argument, coherence-based reasoning will
naturally drive the process toward the most coherent
(i.e., strongly activated) state of the cognitive represen-
tation. But normativity is often exogeneous to the pro-
cess, and when it deviates from the preferred cognitive
conclusion, the outcome will be determined by their
relative strength. At times, normativity will be overcome
by coherence, thus resulting in biased outcomes. It is
important to keep in mind that the resulting biases arise
not from dysfunctional processing but from the normal
operation of the hardware of the brain.

Before we delve into the framework, we note four
clarifications and limitations. First, we take as given the
literature’s findings of biased reasoning without ques-
tioning its empirical footing. These biases have largely
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withstood critical inquiry and have survived the test of
time. The objective of the article is to provide this vast
and unruly body of literature with a theoretical frame-
work that will help integrate and explain some of the
major biases.

Second, we acknowledge that no single theoretical
framework could possibly explain each and every one
of the vast array of biases that have been recognized by
Krueger and Funder (2004), Baron (2008), Manoogian
(2016), and others. Our project is humbler than that. We
demonstrate our framework by applying it to a select
group of biases that are important, familiar, well studied,
and highly cited (accounting in total for hundreds of
thousands of citations on Google Scholar).

Third, the explanatory power of the coherence
framework is particularly germane to reasoning processes
that seek to reach a discrete conclusion from multiple
features—such as perceptions, beliefs, estimations,
preferences, and emotions. Hence, the framework
focuses on processes that rely on an integrative task, a
feature that accounts for the vast majority of meaningful
reasoning tasks. This focus marks an important limita-
tion of our framework, in that it does not examine the
sources of those attributes that are brought to the task.
In the terms of Brunswik’s (1952) lens model, our
framework does not dwell on the origin of the cues
that represent the distal object but, instead, on how
those cues are processed and integrated to produce a
representation of that object. The breadth of the frame-
work stems from the fact that many of the most impor-
tant and ubiquitous forms of human bias fall into this
category. Still, to some extent, coherence-based reason-
ing can influence which cognitions are more likely to
be brought to the task, primarily by way of selectively
searching and retrieving information based on its pro-
pensity to cohere with a desired or emerging conclu-
sion (Bhatia, 2016; Festinger, 1957; Fraser-Mackenzie &
Dror, 2009; Jekel et al., 2018). Because of length con-
straints, this subject is not be explored in this article,
although, as discussed below, we encourage that it be
addressed in future research.

Fourth, this framework does not seek to contest and
undercut all of the literature’s extant theories and explan-
atory mechanisms. Various aspects of our framework are
compatible with and partly overlap with work by Arkes
(1991), Fischhoff (1975), Morewedge and Kahneman
(2010), Wilson and Brekke (1994), and probably others.
Our framework resonates most with the recently pub-
lished work by Oeberst and Imhoff (2023), which we
discuss in some detail in the Summary and Implications
section. In that section, we will also discuss the relation-
ship between our framework and Bayesian reasoning.
In all, we maintain that the coherence account should

be deemed the preferred explanation thanks to its par-
simony, breadth, and biologically plausible mechanism
(see Thagard, 2019).

Norms of Reasoning

In setting the normative standards against which to
judge human performance, the field of biased reasoning
has largely eschewed the stylized rules of formal logic
(cf. Chater & Oaksford, 2012) and the consistency con-
ditions prescribed by rational-choice theory (cf. Luce
& Raiffa, 1957). Rather, the field has implicitly adopted
informal principles of appropriate reasoning that cor-
respond to the slew of judgments and inferences that
people experience in everyday life (Shafir & LeBoeuf,
2002). We discern these principles as clustering roughly
into three norms.

First, the norm of justified backing instructs that con-
clusions should be based only on the task attributes and
should be impervious to factors that are task-irrelevant,
task-improper, or disproportionately weighted. For
example, syllogistic reasoning ought not be influenced
by exogenous beliefs (see section on Belief Bias below),
the probability of an occurrence should not be affected
by its desirability (see section on Motivated Reasoning
below), and social judgments should not be affected
by the perceiver’s preceding emotional state (see sec-
tion on Emotion-Based Bias below). Second, the norm
of invariance instructs that task attributes should remain
unchanged, absent an interaction with logically relevant
factors. For example, a person’s trait should not be
affected by other nonplausibly related traits (see section
on the Halo Effect below). Finally, the norm of direc-
tionality instructs that the reasoning process should
proceed exclusively from attributes and premises to
conclusions, and not the other way around. For exam-
ple, evaluation of incoming evidence should not be
affected by a preconceived conclusion (see section on
Confirmation Bias below), and the causal effect of ante-
cedent events should not be affected by the eventual
outcome information (see sections on Hindsight Bias
and Outcome Bias below).

These normative principles do not purport to offer
analytic exactitude. For one, a norm may vary depend-
ing on the nature and context of the task. For example,
it would be appropriate to rely on the stereotype “men
are taller than women” in concluding that a randomly
selected man is taller than a randomly selected woman.
However, when a given woman and man are known to
have been drawn from samples of equal average
heights—not to mention when the sample of women
is taller than the sample of men—relying on that ste-
reotype would be deemed biased reasoning (Nelson
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et al., 1990; Sa et al., 1999). We also note that a given
bias may be considered violative of more than one
norm. We trust that even absent a formal taxonomy, our
readers should encounter little difficulty identifying
when reasoning processes violate the proposed norms.

The core function of coherence-based reasoning is
to drive the reasoning process toward conclusions that
attain the greatest level of coherence given the underly-
ing set of attributes. Thus, coherence-based reasoning is
merely a process model, and coherence is a value-neutral
property. When all the nodes and links that make up the
representation of the task are appropriate, that conclusion
will be deemed normative. Undoubtedly, most human-
reasoning processes fall into that category. But in some
reasoning processes, inappropriate nodes or links win
the coherence battle and thus sway the conclusion. Note
that we see the thumbprint of coherence-borne biases in
grave societal ills, such as racial discrimination (see
Eberhardt, 2020), false justifications for going to war
(Risen, 20006), heightened political and ideological polar-
ization (Ditto et al., 2019; Stanley et al., 2020), convictions
of innocent people (D. Simon, 2012), and more.

Theoretical Framework:
Coherence-Based Reasoning

We turn now to the article’s first objective of expound-
ing on the coherence-based reasoning framework,
which heretofore has not been the subject of a com-
prehensive review (for limited reviews, see Holyoak &
Powell, 2016; D. Simon & Holyoak, 2002). As men-
tioned, reasoning typically requires taking into consid-
eration multitudes of cues. For example, forming an
impression of a person you just met at a dinner party
could easily involve cues derived from their affect, age,
gender, facial appearance, clothing, accent, wit, linguis-
tic sophistication, apparent socioeconomic class, and
much more. That judgement is bound also to involve
the reasoner’s beliefs and attitudes toward those cues,
such as an attraction to people’s facial appearance,
distaste of their clothing, enjoyment of their wit, and
discomfort with their social status. Performing this
social-judgment task must somehow integrate this vast
array of features into a discrete judgment of the person.
We propose that this integration is performed through
coherence-based reasoning driven by constraint-satis-
faction processes.

Structural dynamics

Coherence-based reasoning originates from a research
tradition of structural dynamics (Markus & Zajonc,
1985; Zajonc, 1968), captured most prominently by

cognitive-consistency theories (Abelson et al., 1968;
Abelson & Rosenberg, 1958; Festinger, 1957; Heider,
1946, 1958; McGuire, 1968). Structural dynamics is pre-
mised on the Gestaltian notion that cognition operates
holistically rather than elementally (Wertheimer,
1923/1938). As Fritz Heider (1960) explained, cognitive
states are to be understood as structural configurations
that are determined by their “whole-qualities” rather
than as “properties of thelir] parts” (p. 168). Solomon
Asch (1946b) and Abelson and Rosenberg (1958)
emphasized that the psychological features of a con-
struct are determined by the organization and interac-
tions that hold its constitutive features together.

Structural properties spur dynamic forces. Positive
interrelatedness generates cohesive forces that stabi-
lize structures in states of equilibrium (Rosenberg &
Abelson, 1960; Tannenbaum, 1968). Heider (1958)
explained that structural configurations seek to settle
at states in which their constitutive elements “co-exist
without stress” (p. 170), that is, states in which “all parts
of a unit have the same dynamic character (i.e., all are
positive, or all are negative), and entities with different
dynamic character are segregated from each other”
(Heider, 1946, p. 107). On the other hand, opposing
dynamics destabilize the structure and generate con-
figural forces that seek to restore balance (Heider, 1958;
Zajonc, 1983). Consistent with the principle of homeo-
stasis (Rosenberg, 1968), once the system returns to a
state of balance, the structure stabilizes, and the con-
figural forces recede (Rosenberg & Abelson, 1960).
The concept of equilibrium has been labeled “Prig-
nanz” (Wertheimer, 1923/1938), “balance” (Heider,
1946, 1958), “congruity” (Osgood & Tannenbaum,
1955), and “consonance” (Festinger, 1957). Following
Thagard (1989; Holyoak & Thagard, 1989), we resort
to the term “coherence.”

Except for the most trivial of instances, the features
of a cognitive task do not naturally line up in uniform
support of a singular conclusion. Thus, coherence must
be constructed, and this construction lies at the heart
of this framework. The coherence-maximizing process
generates structural forces that reconstruct (Rosenberg
& Abelson, 1960) or distort (Asch, 1940) the cognitive
elements to bring them to cohere with the network. As
Asch (1940) explained, cognitive processing entails
changes both in “the judgment of the object” and in
“the object of judgment” (p. 455). As the elements give
rise to a conclusion, that emerging conclusion reshapes
the elements to better fit with it. Hence, the bi-direc-
tional nature of the reasoning process (Holyoak &
Simon, 1999; Read et al., 1997).

With the advent of modern connectionist architec-
tures (e.g., Hopfield, 1982, 1984; McClelland et al.,
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1986; McClelland & Rumelhart, 1981; Rumelhart &
McClelland, 1982), various researchers, such as Paul
Thagard (1989, 2019) and others (Holyoak & Thagard,
1989; Read et al., 1997; Read & Miller, 1994), have noted
the parallels between structural dynamics and con-
straint-satisfaction processes, thus connecting Gestal-
tian holism to the connectionist architecture of the
human brain.

Connectionist representation

The connectionist view of mental representation posits
a brain-like neural network in which each of the task
elements is represented symbolically as a node (Holyoak,
1991; Hummel & Holyoak, 2003; Thagard, 2019). Ele-
ments include any feature that might be involved in a
task, including perceptions, preferences, factual propo-
sitions, beliefs, evaluations, affective reactions, and so
on. An element’s level of activation corresponds to the
strength with which it is held. The activation is initially
set by the element’s corresponding background knowl-
edge, preferences, and affective strength. Thus, ele-
ments that stand for the person’s central attitudes (Judd
& Krosnick, 1982) or moral mandates (Skitka, 2010) will
be highly activated. Conversely, peripheral beliefs and
tenuously held preferences will be weakly activated.

All elements are connected to other elements via
relational links through which activation spreads. The
existence and type of link will be informed by the
person’s background knowledge about how features in
the world relate to one another. Links are either positive
or negative. Positive links connect elements that are
deemed to “go together.” Elements can go together
based on association, causality, similarity, proximity,
and the like. In his formulation of balance theory,
Heider (1946) proposed that affective elements such as
like, love, esteem, and value go together. Note that
elements will be considered to go together even absent
any inherent relationship as long as they happen to be
associated with the same conclusion in the particular
task at hand. Conversely, elements will be negatively
linked when they are negatively associated or deemed
as opposites, such as friend and foe and love and hate.
Here, too, elements will be deemed as not going
together even absent any inherent relationship as long
as they are associated with opposing conclusions in the
particular task at hand.

Complex-reasoning tasks are represented in multiple
layered networks (Eliasmith, 2013; Smolensky, 1989)
in which each level emerges from the level beneath
it (Eliasmith, 2013; Thagard, 2019). The uppermost
level—labeled the “output layer”—contains the possible
conclusions of the reasoning process, such as

inferences, judgments, choices, and decisions. Lower
levels contain proximal attributes that feed directly into
those conclusions. In inference tasks, these will include
the premises and evidence items on which the infer-
ences are based, and in judgment tasks, these will
include the perceptions and evaluations of the target
of judgment. Links can be positive or negative and they
can vary in strength. Every element involved in the task
will be connected directly to some other elements and
through them, to the vying conclusions and ultimately,
to the entire representation of the task. Thus, each ele-
ment constrains the network and is constrained by it
in turn.

In all but easy and obvious instances, the task will
afford more than one plausible conclusion, which means
that the network will entail some form of competition
among rivaling conclusions. Competition is often built
into the task in that the process requires endorsing one
conclusion and rejecting its rivals. Such will be the case,
for example, when attempting to judge whether another
person is friendly or unfriendly, or when facing a deci-
sion which of two capable candidates should be offered
the job. Competition implies that the network contains
subsets of elements such that the one composed of a,,
a,,...a, lends support to Conclusion A, whereas the
subset consisting of elements by, b,,...b, lends support
to the rival Conclusion B (assuming just two conclu-
sions). The vying conclusions and their interlinked ele-
ments form “attractors,” which are local areas of the
network that attract a great deal of activation and to
which the network will eventually gravitate (Churchland
& Sejnowski, 1992; Hopfield, 1982; Read et al., 1997).
In reasoning tasks, attractors will typically form around
hypotheses or plausible conclusions, but they can also
coalesce around any prominently activated feature (or
cluster of features), such as a preexisting belief, an
emotional state, or a motivated goal.

Constraint-satisfaction processing

Constraint-satisfaction processing occurs through bidi-
rectional activation between interlinked elements.
These interactions influence the elements’ activation in
that positively linked elements (that go together) will
excite one another, whereas negatively linked ones will
be mutually inhibitory. The degree of activation will be
a function of the level of activation of the respective
nodes and the weight and sign of the links that bind
them. Cross-activation will spread spontaneously and
in parallel through all of the connected nodes and
thus throughout the entire network. Crucially, the
cross-activation alters the nodes to maximize the simi-
larity of activation among positively linked nodes. The



Simon, Read

process will terminate when the entire network asymp-
totes or “relaxes” at an attractor or state that reaches
the highest level of coherence that can be attained for
the given network. Thus, coherence corresponds to the
state at which the constraints of the network are maxi-
mally satisfied.

The overall effect is that the elements associated with
the emergent winning attractor are boosted and those
associated with the rejected attractor are suppressed.
As a result, the network morphs into a lopsided repre-
sentation in which the strongly endorsed conclusion is
confidently chosen over its rejected rival.

The changes that elements undergo as they transform
from the original state of conflict and ambiguity to a
strong fit with the conclusion has been labeled “coher-
ence shifts” (Holyoak & Simon, 1999; D. Simon, 2004),
and the product of these processes amount to “the
coherence effect” (Read & Simon, 2012; D. Simon et al.,
2015). Constraint-satisfaction processing is deemed an
all-purpose mechanism that both integrates information
and provides the selection rule for reaching conclusions
(see Glockner & Betsch, 2008). This model has been
applied to a wide range of cognitive processing, rang-
ing from low levels of cognition, such as vision (McClel-
land & Rumelhart, 1981) and perception (McClelland
et al., 2014), to high-level processing (Bhatia, 2016;
Freeman & Ambady, 2011; Glockner & Betsch, 2008;
Glockner et al., 2010, 2014; Holyoak & Thagard, 1989;
Kunda & Thagard, 1996; MacDonald & Seidenberg,
2006; Suri et al., 2020; Thagard, 2019).

Three aspects of the process are noteworthy. First,
although the reasoning process is usually initiated
consciously by the reasoner, the process’s core mecha-
nism—the spread of activation and construction of
coherence—proceeds for the most part automatically
(Arkes, 1991). Constraint-satisfaction processing will
typically proceed virtually effortlessly, be difficult to
control and to stop, and sail mostly beneath the level
of conscious awareness (see Bargh, 1989).

Second, the susceptibility of elements to structural
forces is not uniform (see Klayman, 1995; Kunda, 1990).
Strong and unequivocally held propositions are less
likely to be altered or dislodged by structural forces,
whereas weakly activated and ambivalently held propo-
sitions are more prone to morph to better fit the con-
clusion. It is also noteworthy that elements are not
boundlessly mutable. People tend to avoid reaching
conclusions that are blatantly violative of their belief
system or of prevailing norms (Boiney et al., 1997,
Kunda & Thagard, 1996).

Third, we emphasize that parallel constraint satisfac-
tion is a fundamental aspect of brain-based processing.
Drawing on well-understood mathematical models

from physics, various researchers (Amit, 1989; Hertz
et al., 1991; Hopfield, 1982, 1984; O’Reilly et al., 2020;
Rumelhart et al., 1986) have shown that networks of
simple elements, such as neurons interconnected
through bidirectional relationships, will spontaneously
organize over time to minimize the energy of the sys-
tem. That is, any system with these same characteristics
as a brain will spontaneously self-organize to minimize
its “energy” by way of maximizing its coherence.

The basic process of constraint satisfaction can be
captured by a simple mathematical equation proposed
by Hopfield (1982, 1984). If neurons represent cogni-
tions and the weight between them represents whether
the two cognitions are consistent or inconsistent with
each other, then the energy of the system of cognitions
can be captured by the Hopfield energy equation:

1
—EE]E,.x,.w,.jyj

where x; and y, represent the activation of two cogni-
tions and w; is the weight between them. The total
energy of the system is equal to the sum of the energy
of each possible pair of nodes or cognitions. Given the
minus sign for the equation, energy is minimized to the
extent that the activations of the two elements in a pair
are consistent with the sign of the weight between
them. So, two positively activated nodes with a positive
or excitatory link between them (+++) or a positive and
a negative node with a negative link between them
(+—) would decrease energy, and two negative nodes
with a negative link (——) or two positive nodes with
a negative link (+—+) would increase energy.

Other authors (e.g., Smolensky, 1989) have shown
that one can view this energy minimization as equiva-
lent to coherence or harmony maximization simply by
removing the minus sign to get the following equation,
in which consistency among pairs of elements increases
the value and inconsistency among pairs of elements
decreases its value (see Read et al., 1997; Rumelhart
et al., 1986; Thagard, 1989):

1
EZ]Eixiwijyj

This simple function specifies that the coherence of the
network can be captured by taking all pairs of nodes
that are connected, multiplying the activation of each
node in the pair, then multiplying that result by the
weight between them, and then summing the result for
all pairs of nodes. Because this value is maximized
when the weight between two nodes is consistent with
the product of the activation of the two connected
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nodes (e.g., two positive nodes and a positive weight
between them or one negative and one positive node
with a negative weight between them), this network
will adjust the activations until the network has reached
the maximum value possible given the constraints. That
is, to the extent possible, the network will seek to
change any inconsistent relationships (the triple of two
nodes and the weight between them) to make them
consistent.

As described below, we observe a strong overlap
between findings of coherence obtained from experi-
mental participants and computerized constraint-satis-
faction simulations (D. Simon et al., 2015, Studies 3, 4).

Word recognition

To exemplify the operation of constraint-satisfaction
processing, we turn to a classic application to word
recognition (McClelland, 1985; McClelland & Rumelhart,
1981). The recognition of a word can be represented
by a network containing iteratively emerging layers,
ascending from distal attributes, through proximate
attributes, to conclusions. The bottom input layer will
contain markings on the page, which can be identified
as features of letters in the English language. At the
proximate-attribute level, those features will constitute
recognizable letters, and at the output level, the letters
will be recognized as a word. Under ideal conditions,
processing such a network amounts to a straightforward
task. When the text symbols are clear (e.g., “H,” “A
and “T”) and the word they constitute (“hat”) is familiar
to the reader, skilled readers will perform the task with
miniscule effort and in lightning speed. Thanks to the
reader’s proficiency in the English language, there is
no real competition in this network because all ele-
ments involved are positively linked both within and
between each layer: The letter features combine to form
the letters “H,” “A,” and “T,” and those letters readily
combine to make the word “hat.” Effectively, the net-
work is coherent from the start.

Not all cognitive tasks are so simple or obvious.
Take, for example, the task of reading the series of
markings in Figure 1 (note, it is a noun).

This task is notable in that each of the markings is
ambiguous, making for a network beset with uncertainty
and competition. At the letter level, the letters “B” and
“D” compete for the interpretation of the first and third
markings, and the letters “E” and “F” compete for the
middle marking. At the word level, eight alternative con-
clusions (BFD, DFB, BED, etc.) compete for prominence.
Because the viability of any hypothesis is inversely
related to the acceptability of its rivals, all horizontal
links will be represented as inhibitory activations.

Fig. 1. Obscure word (following McClelland, Rumelhart, & Hinton,
1986).

The network cross-activates bidirectionally between
and within the conclusion level, the letter level, and
the letter-features level, with inputs from semantic
background knowledge. Ultimately, the process yields
the word “bed” as the only combination that is consis-
tent with knowledge of the English language. That con-
clusion serves also to induce a top-down (or
“backwards”) inference that the three ambiguous mark-
ings constitute the letters “B,” “E,” and “D.” Thus, the
word “bed” and its constitutive letters “B,” “E,” and “D”
all become accepted as the correct interpretation, which
means that they are all highly activated in the network
and thus mutually coherent. By the same token, the
rival interpretations “D,” “F,” and “B” and the seven
alternative word combinations are suppressed.

The ability to solve such seemingly intractable tasks
is immensely useful. But even as the process’s prowess
is celebrated, it must also be appreciated that the
successful performance was enabled through cogni-
tively altering—or, in Solomon Asch’s (1940) words,
distorting—the perception of the ambiguous markings
into the recognizable letters “B,” “E,” and “D.” Two
important observations follow. First, the constraint-
satisfaction process is an equal-opportunity distorter in
that it alters elements that stand in the way of coherence
regardless of their normative status. Second, although
the normal course of reading proceeds from recognizing
letters to recognizing words, the process operates also
in the reverse direction, altering elements to support the
conclusion. This bidirectionality (see Holyoak & Simon,
1999) renders the process susceptible to backward rea-
soning. Both observations appear repeatedly in our sur-
vey of the biased forms of reasoning.

Higber-level reasoning

To be sure, the power of coherence-based reasoning
extends well beyond reading three-letter words. We
argue that this mechanism enables people to success-
fully confront large, complex, and often cacophonous
decisions. The process should be credited with afford-
ing the largely successful making of considerably more
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complex judgments, such as the aforementioned evalu-
ation of the stranger at the dinner party, deciding which
career to pursue, whom to choose as a partner, and
which home to buy.

To illustrate an application of coherence-based reason-
ing to higher-level cognition, we constructed and ran a
constraint-satisfaction neural network to capture the judg-
ing of an allegation of academic misconduct steeped in
intricate and ambiguous evidence. The example is based
on a case in which a university conducts a misconduct
hearing to determine whether a student, Debbie Miller,
cheated on an exam (see D. Simon et al., 2015, Studies
3, 4). These studies were designed to test whether con-
straint-satisfaction networks enmesh “hot” and “cold”
cognitions. To run the simulation, we used the “CS” (con-
straint satisfaction) module in O’Reilly et al’s (2012)
emergent neural-network-modeling system. This program
is specifically designed to capture the behavior of a con-
straint-satisfaction system based on bidirectional connec-
tivity among concepts (represented as nodes). This kind
of network could also be specified and run in other
bidirectional architectures, such as Thagard’s (1989)
ECHO or emergent/Leabra by O'Reilly et al. (2020). For
a more detailed account of how we constructed these
models, see the Supplemental Material available online.

In Study 3 (Fig. 2), we informed half of the partici-
pants that the student’s brother had previously been
killed by a drunken driver. This was expected to
manipulate participants’ sympathy to side with the

student. In Study 4 (Fig. 3), we provided half of the
participants with information of rampant cheating that
was hurting the university and other students. This was
expected to manipulate participants’ motivation to side
with the university. The bottom layer of each network
contains a “Special” node that provides activation to
the input elements, that is, the facts and the manipula-
tions (sympathy in Fig. 2 and motivation in Fig. 3). The
next layer up contains the facts of the case, followed
by the mutually inhibitory conclusions (“cheated” vs.
“did not cheat”) and then three pairs of hot-cognition
measures. The models reveal that activation spread
throughout the network and settled at a stable pattern
of activation. In Figure 2, increasing sympathy toward
the student resulted in higher judgments that she did
not cheat, more exculpating factual interpretations,
higher valence toward seeing her prevail, less anger and
greater liking of her (and lower judgments of all ele-
ments related to a guilt finding). In Figure 3, increasing
motivation to find the student guilty resulted in opposite
judgments throughout. Note that comparing the activa-
tion values of the nodes derived from the model with
the corresponding mean ratings of the behavioral data
provided by participants yielded a correlation of .68.

Experimental evidence

A harbinger of experimental evidence supporting coher-
ence-based reasoning can be found in the remarkably
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simple and underappreciated study by Esch (as cited
in Heider, 1958, pp. 176-177). Esch presented his par-
ticipants with the following vignette and asked them to
opine how the protagonist (in this case, Bob) would
react:

Bob thinks Jim very stupid, and a first class bore.
One day Bob reads some poetry he likes so well
that he takes the trouble to track down the author
in order to shake his hand. He finds that Jim wrote
the poems. (Esch, as cited in Heider, 1958, p. 176)

Bob’s discovery of Jim’s authorship seems to have
generated a state of incoherence, presumably because
of the intuition that shallow people cannot create good
poetry. Consistent with Heider’s (1946, 1958) balance
theory, the study illustrates people’s aversion to imbal-
anced states because virtually all participants expected
Bob to alter his representation of the situation. The study
found that 46% of participants indicated that Bob would
improve his view of Jim (e.g., “He grudgingly changes
his mind about Jim”), and 29% indicated that he would
downgrade his judgment of the poetry (e.g., “He decides
the poems are lousy”; Esch, as cited in Heider, 1958, p.
176). Most remaining participants resorted to a variety
of other means to impose balance (e.g., “Bob would
question Jim’s authorship of the poems”). These

distortions of the premises demonstrate the power of
coherence-borne structural forces on human reasoning.
This study serves also to demonstrate the concept of
epistemic coherence, that is, the human tendency to
impose coherence for the mere purpose of making sense
of the world (Festinger, 1957; Heine et al., 2006; Krug-
lanski, 1990; Thagard & Verbeurgt, 1998).

To gain both a broader and more detailed appreciation
of coherence-based reasoning, we turn now to a series
of studies that were designed to test the proposition that
the coherence framework captures a central aspect of
human reasoning and decision-making across a wide
range of tasks. We briefly review seven of the core
research findings (for more detailed reviews, see Read &
Simon, 2012; D. Simon, 2004; D. Simon & Holyoak, 2002).

Coberence shifts. The central finding in our coherence
studies is that attributes are altered over the course of the
process in that they shift toward greater coherence with
the emerging conclusion and with all the other attributes:
Attributes supporting the chosen conclusion become
more strongly activated, whereas attributes supporting
the rejected option attenuate in strength (Chaxel et al.,
2016; DeKay, 2015; DeKay et al., 2011; Engel et al., 2020;
Engel & Glockner, 2013; Glockner et al., 2010; Holyoak
& Simon, 1999; Russo et al., 1996, 1998; D. Simon et al.,
2015, 2020; D. Simon, Krawczyk, & Holyoak, 2004;
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Table 1. Intercorrelations Among the Six Points of Dispute and the Ultimate

Verdict in Holyoak and Simon (1999, Study 1) at Pretest and Posttest

Simon, Read

Cause Motive Regulation Speech Analogy Verdict
Pretest
Truth -.02 35% A1 .19 .10 .09
Cause —-.06 .28 —-.09 —.30* 14
Motive .07 -.14 .03 .05
Regulation .18 -.05 A1
Speech 24 42k
Analogy -.03
Posttest
Truth 34% S50% 31* 40 39+ 547
Cause 555 455 34 53 .68
Motive 39 24 47 S22k
Regulation 43 43 .69
Speech 57 63
Analogy .68

9 < .05, #p < 01.

D. Simon, Snow, & Read, 2004; D. Simon & Spiller, 2016;
Spellman et al., 1993). Coherence shifts are readily obser-
ved by comparing participants’ rating of task attributes
(e.g., factual inferences, evaluations, beliefs, prefer-
ences, probabilities) at two points in time (within-
subjects design): once in isolated vignettes (pretest) and
once when those attributes are implicated in a mental
process, such as reasoning, forming a judgment, or mak-
ing a decision (posttest). A key feature of this design is
that the attributes are designed to be virtually indepen-
dent of one another so that any interaction that emerges
among them is best understood as driven indirectly, that
is, via structural forces.

The first measure of coherence effects is derived by
simply averaging the evaluations of the attributes. We
found consistently that the attributes that go with the
eventual winning conclusion increase in strength from
pretest to posttest, whereas the attributes associated
with the rejected conclusion wane. A second measure
of coherence is performed by comparing the intercor-
relations between attributes at the pretest and posttest
phases. Given the study design, we expect that the inter-
correlations will be weak at the pretest phase but
will be strong and all-encompassing at the posttest
phase. Table 1 depicts the intercorrelations observed in
Holyoak and Simon (1999, Study 1). In this study, par-
ticipants were asked to decide a libel legal case that
contained six points of dispute. For each attribute, we
measured the correlation with all other attributes and
with the eventual verdict. As Table 1 shows, in the pre-
test phase, the correlations were mostly weak and non-
significant, with one of the three significant correlations
going the wrong way. In contrast, the posttest correla-
tions are consistently strong and highly significant. This

discrepancy captures the notion of coherence shifts, by
which the loose assortment of unrelated attributes is
transformed by coherence-maximizing forces toward a
state of strong interrelatedness.

High confidence. Despite the initial balanced strength
of the attributes (as indicated by participants’ mixed pre-
test evaluations), by the end of the process, participants
consistently reported high levels of confidence in which-
ever conclusion they reached (Holyoak & Simon, 1999;
D. Simon, Krawczyk, & Holyoak, 2004; D. Simon, Snow,
& Read, 2004; D. Simon & Spiller, 2016). Strong confi-
dence is consistent with the lopsided representations of
the task that follow from the coherence shifts. Note that
the confidence levels are found to correlate with the
magnitude of the coherence shifts in that the more par-
ticipants distort the attributes (between pretest and post-
test), the more confident their conclusions are (D. Simon,
Snow, & Read, 2004; D. Simon & Spiller, 2016). It also has
been shown that confidence ratings can be quantitatively
predicted very well by neural-network models of coher-
ence-based decision-making (i.e., the parallel constraint-
satisfaction model for decision-making; see Glockner &
Betsch, 2012; Glockner et al., 2014).

Indirect and extraneous influences. The connec-
tionist nature of coherence-based reasoning could give
rise to circuitous influences between elements even when
they share no logical relation with each other. Recall that
in connectionist networks, each node is interconnected
with other nodes and through them with the entire net-
work. It follows that manipulating a single task attribute
has the potential to trigger a cascade of activation that
can sway the conclusion and sweep all other attributes
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along. The structural forces generated by these cascades
will mean that attributes can get activated even by attri-
butes with which they have no logical relation. This intu-
ition was put to the test in a series of studies (Holyoak &
Simon, 1999; D. Simon et al., 2015; D. Simon, Krawczyk,
& Holyoak, 2004; D. Simon, Snow, & Read, 2004; D. Simon
& Spiller, 2016). For illustration, in a study by Holyoak
and Simon (1999, Study 3), participants were presented
with a task of deciding a legal case in which a company
called Quest brought a libel suit against one of its share-
holders, Jack Smith. Quest claimed that its collapse was
caused by negative rumors that Smith posted about it on
an Internet-based forum. The case revolved around six
disputed issues, one of which was whether Smith intended
to harm the company. To test the aforementioned indirect-
influences hypothesis, participants received information
about Smith’s history—either that he was a conscientious
investor or that he was a financial shark who ruined com-
panies to enable him to purchase them on the cheap. As
predicted, providing a malevolent (vs. benevolent) history
resulted in stronger judgments of Smith’s bad motive and
also increased the verdicts against him. Note that this manip-
ulation also altered participants’ evaluations of the five other
points of disputes, which had little or no logical relation to
Smith’s prior conduct, such as the magnitude of harm
caused by his statement, an interpretation of the company’s
bylaws, and the importance of free speech on the Internet
(Holyoak & Simon, 1999). In a criminal case involving an
alleged employee theft, adding DNA evidence implicating
the suspect not only increased verdicts of guilt but also
affected other judgments, such as the reliability of an eye-
witness, the strength of an alibi testimony, and the possibil-
ity that the suspect harbored a grudge against his employer
(D. Simon, Snow, & Read, 2004). In a choice between job
offers, adding the fact that one of the offices was located in
a fun part of town not only increased choices of that job
offer but also influenced participants’ preferences for unre-
lated attributes, such as the size of the office, the salary
offered, and the vacation package (D. Simon, Krawczyk, &
Holyoak, 2004; D. Simon & Spiller, 2016).

Coberence spreads far. The connectionist nature
underlying coherence-based reasoning would also sug-
gest that the spreading activation could reach far afield,
much like William McGuire’s (1960) imagery of shaking
a loose-link fence. To test this intuition, Holyoak and
Simon (1999) explored whether coherence could spread
from one task to another. One of the six issues in the
aforementioned Quest dispute was whether the Internet
should be deemed more like a telephone system (which,
by law, precludes liability for libeD or like a newspaper
(which, by law, is open to libel liability). After deciding
the Quest case, participants were given a second case
involving a contract dispute at a company called

Infoscience, which runs an Internet-based bulletin board.
Infoscience’s labor contract stipulated that one of the
two factors that should determine the bonus the employ-
ees deserve would be the level of bonuses paid at
similar local information-service firms. One party (coun-
terbalanced) claimed that the Internet is best likened to
a telephone system and thus argued that the bonus at
Infoscience should match the bonus paid by the local
telephone company. The other party claimed that the
Internet is best likened to a newspaper, arguing that the
Infoscience bonus should match that paid by the local
newspaper publisher. Thus, the Analogy factor was a
shared point of dispute that served as a bridge between
the two cases. Figure 4 presents the results of a structural
equation model in which the arrows follow the major
predicted flow of influence along the chain of inference.
It shows links of influence starting with the experimen-
tally manipulated variable, Smith’s history, to Smith’s
motive, to the Quest verdict, to each of the other five
points of dispute, including the Analogy (telephone vs.
newspaper). These findings amount to an indirect influ-
ence, as discussed in the preceding section. But Figure 4
shows that the activation went further than just swaying
the entire Quest network; it also spilled into the Infosci-
ence case, influencing both the Infoscience verdict and
the other factor involved in the Infoscience bonus deci-
sion (who deserves the credit for the company’s perfor-
mance). In sum, all indirect effects throughout both
cases were found to be significant, including the most
remote, six-step indirect influence from Smith’s history
all the way to the judgments of the Infoscience case.

Coberence runs deep. Coherence not only spreads far
but also runs deep. Consider, for example, the application
of our framework to the data produced in the canonical
study of Lord et al. (1979), which we discuss in detail
below. That application will show that coherence effects
seep down through four layers of the representation,
which is a testament to the sheer force of coherence
effects. In our own studies, we used multilayered stimuli
and found similar effects. For example, in the aforemen-
tioned criminal case involving employee theft, one of the
evidence items presented against him was that soon after
the incident, he paid back a debt he owed his credit-card
company. The man, in turn, claimed that the money was
a repayment from his sister of a loan he had given her to
fund her flower store. He explained that he could not
prove the loan repayment because in the flower industry,
transactions are typically done in cash. As predicted, we
observed that coherence emerged between the verdict,
the judgment of the source of the funds, and the underly-
ing belief of whether transactions in the flower industry
are typically done in cash (D. Simon, Snow, & Read, 2004).
As predicted, these effects were swayed by the addition of
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Fig. 4. Graphical summary of the final Equations with Software (EQS) model of coherence shifts in
the transfer experiment. Note coherence spreading from the experimental manipulation of Smith’s
character to the verdicts and all points of dispute in both the Quest and Infoscience cases (Holyoak

& Simon, 1999, Experiment 3).

DNA evidence so that the presence of DNA ended up
seeping down to affect what people believed on the eso-
teric (and likely utterly unfamiliar) issue of financial prac-
tices in the flower industry.

In another experimental variation, we sought to test
whether coherence would spread into the background
beliefs that inevitably inform the inferences relating to
the task (on the role of background-knowledge struc-
tures in reasoning, see Read, 1987; Schank & Abelson,
2013; Wyer & Radvansky, 1999). In this vein, in addition
to the usual measures capturing the strength of the
attributes, we also included measures of the back-
ground knowledge that is bound to inform those judg-
ments. Thus, participants were asked not only to assess
the accuracy of a particular eyewitness identification
but also how accurate eyewitnesses are in general (D.
Simon, Snow, & Read, 2004). Likewise, in a study con-
cerning a case of academic misconduct, participants
were asked not only whether a particular Professor
Stone was gullible but also whether professors gener-
ally tend to be gullible (D. Simon et al., 2015). As pre-
dicted, coherence 